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Abstract. We investigate the potential risks and benefits for students
utilising Generative Artificial Intelligence (GAI), specifically OpenAI’s
ChatGPT and GitHub’s Copilot, to generate solutions instead of inde-
pendently creating them in the traditional educational setting. The rapid
advancements in GAI have transformed numerous domains, including
software development and software engineering education. While these
tools offer unprecedented convenience and efficiency, there are growing
concerns regarding their potential implications for academic integrity and
genuine student learning. We report on a pilot study in which 40 students,
who completed a first-semester course on object-oriented programming,
re-engage in a comparable programming project in limited time using
GAI tools. In this pilot study, we aim to assess the extent to which
students can rely on GAI tools to generate solutions for large program-
ming assignments, to investigate the impact of AI-driven code generation
on students’ understanding of fundamental programming concepts and
problem-solving abilities, and to explore the perspectives of educators and
students on the implications and long-term consequences of integrating
AI-assisted coding tools in the learning process.

1 Motivation and Background

Generative Artificial Intelligence (GAI) is a field of study that uses trained
models to generate data fragments shaped as coherent text, realistic images,
believable videos and executable code. These models can be generative adversarial
networks [17], variational autoencoders [22], diffusion models [9], autoregressive
models [20], energy-based models [41], flow-based models [35], as well as — the
most famous these days — large language models. Recent rapid advancements in
this area have made a lot of things possible: instead of requiring large volumes
of specific data, modern GAI tools can combine large volumes of generic data
they have already witnessed, with a concise definition of context, to generate all
kinds of artefacts traditionally required as deliverables in the software industry
as well as software engineering education: software, documentation, solutions
for given problems, tests for given code, presentations, critical reflections, etc.
This in turn started reshaping various professional fields from creative industries



to software development. In the literature this phenomenon is known as job
crafting [14], because it leads to employees reshaping their jobs to fit evolving
demands. Tools such as ChatGPT [7] and GitHub Copilot [16] are now capable
of generating entire blocks of text or code with minimal human intervention,
potentially accelerating productivity in a significant way.

However, in education — in particular in programming courses — this tech-
nological leap presents not just opportunities, but mostly challenges. While
GAI-powered tools can assist students in writing code, testing, debugging, doc-
umenting, even learning new concepts, they also raise fundamental questions
about academic integrity, skill acquisition, and the role of traditional learning
methods. Educators can no longer afford to ignore GAI; instead, we must critically
examine its impact and develop strategies to either integrate or regulate its use
in ways that enhance, rather than diminish, student learning. In this study, we
aim to explore how students interact with GAI in a project-based programming
course, assessing whether these tools support or hinder their understanding of
fundamental programming concepts.

There is an actively ongoing heated debate among educators and researchers
in education concerning the impact of GAI, whether it constitutes a threat or an
opportunity [4, 5, 40,48,49]. On one side, critics argue that GAI can undermine
academic integrity, diminish critical thinking skills, create new forms of inequality
through differential access to advanced technological tools, etc. On the other side,
proponents highlight the capacity of GAI-based systems to personalise learning
experiences beyond what is possible by human means, streamline administrative
tasks to redirect human teachers’ attention to the most impactful places, and
promote more inclusive pedagogical strategies by fully accommodating diverse
learning styles. One more complementary viewpoint is that the use of GAI tools
is not inherently bad, and potential productivity boosts it delivers are attractive,
but with one unavoidable precondition: the user must understand the output
of such GAI tools. If this prerequisite is not fulfilled, then the quality of the
result cannot be assessed and thus cannot be guaranteed. All these conflicting
perspectives revolve around concerns of bias, transparency, ethical accountability,
making it increasingly complex for educators, policy makers and researchers to
take a definitive stance on the overall impact of GAI. Ultimately, the question of
whether GAI is a threat or an opportunity remains open-ended, with the answer
depending on a long list of global aspects like its adoption in the field, as well as
seemingly small details like concrete studied topics, formulated learning goals
and attitude of both learners and teachers.

ChatGPT [7] is a large language model developed by OpenAI. It is capable
of generating text based on user prompts, and does it in a human-like fashion.
In computer science education, it can function as a virtual tutor, assisting
students with code explanations, debugging help, algorithm suggestions, as well
as full program generation. Unlike traditional search engines, ChatGPT provides
conversational, context-aware responses, making it an attractive tool for learning

— if not for teachers, then definitely tempting for students. However, its ability to
generate plausible and believable yet incorrect answers poses a challenge: without
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fully understanding the underlying concepts, students may rely on it too much,
potentially weakening their problem-solving skills. This duality — being both
a powerful learning aid and a potential shortcut that bypasses learning deeper
understanding — makes ChatGPT a critical subject of study in programming
education.

Copilot [16], developed by GitHub in collaboration with OpenAI, is a GAI-
powered code completion tool designed to assist programmers by suggesting entire
functions, generating boilerplate code, and providing inline coding assistance.
Integrated directly into coding environments like Visual Studio, VS Code, IntelliJ
IDEA, Xcode and the like, Copilot offers real-time code predictions based on
the developer’s comments and existing code structure. For students, Copilot can
accelerate coding tasks, reduce syntax errors, and serve as an example-driven
learning tool. However, similar to ChatGPT, it raises concerns regarding over-
reliance and passive learning, as students may accept AI-generated solutions
without fully understanding the logic behind them. The industry’s reaction to
GitHub Copilot has been mostly positive, but unlike expert developers who use
it as a powerful code completion tool which output they can fully comprehend
before committing to it, novice developers like students still learning how to
program properly, can just end up using it as a shortcut to a somehow working
solution, bypassing the actual learning.

1.1 Problem Statement

In this paper, as well as in our programme, we rely on the paradigm of project-
based learning [15,23]. It is an educational approach where students are supposed
to gain knowledge and skills by actively engaging in real-world, complex projects
over an extended period. We see this as a programme-level implementation of
the university-wide vision of learning by interacting [47], but it is also closely
related to concepts of problem-based learning [33,52], which focuses on solving
open-ended problems while defining your own learning outcomes; challenge-
based learning [46,51], which emphasises real-world challenges which are often
interdisciplinary and by definition larger than what learners can solve, which
forces them to choose their own challenges and face them; as well as student-
driven learning [12, 21], which is an approach that provides personalised learning
experiences by moving away from traditional teacher-directed models. With
some small variations (which might be very important on implementation level),
all these approaches share the line of thinking that values principles of critical
thinking, problem solving, making own decisions on the learning path, influencing
goals, outcomes, deliverables and strategies.

Traditionally, project-based learning ensures deep engagement by requiring
students to design, implement, refine and improve their own solutions. However,
the integration and/or mere existence of GAI tools challenges this paradigm. The
students who employ these tools, gain the ability to generate significant portions
of their projects with minimal effort, potentially diminishing the learning-by-
doing aspect. While GAI can serve as a tutor or assistant in overcoming technical
hurdles, its automation of cognitive processes risks turning project work into a
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passive exercise of prompt engineering instead of genuine problem solving. In this
study we aim to contribute to investigation of how GAI affects traditional project-
based learning setups, determining whether it supports learning or unintentionally
undermines the development of essential programming competencies.

Since project-based learning thrives on the principle of learning-by-doing,
where students engage directly with coding challenges, wrestle with design deci-
sions, debug their own errors, refine their solutions, and learn from engaging in
all those activities with their own freshly made artefacts, using GAI to substitute
or “optimise” some of those steps naturally raises a fundamental concern. If GAI
performs the “doing”, does any meaningful learning still take place at all? When
students shift from actively constructing solutions to passively prompting a GAI
tool for answers, they may miss out on the deep engagement required to develop
core programming competencies. This shift threatens skill acquisition [18, 54], as
students risk developing fluency in prompt engineering rather than algorithmic
thinking, debugging strategies, or software design principles. Beyond the ped-
agogical concerns, this raises pressing academic integrity issues [39]. If a GAI
tool generates substantial portions of a project, how do we assess a student’s
true understanding of the material? The challenge for educators is to differenti-
ate between GAI-assisted learning and GAI-driven substitution, ensuring that
students still engage in the cognitive processes that build genuine programming
expertise. Traditional plagiarism detection methods are often ineffective against
GAI-generated content [50]. Addressing these concerns requires new assessment
strategies, clear ethical guidelines, and a rethinking of how learning is measured
in a GAI-assisted educational landscape.

Lastly, the existence and commoditisation of GAI tools may or may not
enforce a fundamental reevaluation of how learning outcomes are defined and
assessed in programming education. Traditionally, assessments focus on code qual-
ity, problem-solving ability, conceptual understanding, often measured through
project work, exams, or written reports. However, when GAI can generate
functional deliverables, including code, documentation, and even debugging ex-
planations, educators must ask: are our current learning outcomes still meaningful,
or do they need to evolve? One viewpoint could be to maintain existing learning
goals but adjust assessment methods — for example, shifting toward oral exams,
in-class coding tasks, or GAI-aware rubrics that evaluate reasoning rather than
output. Another, more radical approach could be to overhaul learning objectives
entirely, recognising that in a GAI-assisted world, the emphasis should shift from
syntax and implementation toward embracing GAI collaboration, debugging
GAI-generated solutions, and verifying correctness. Whether through adaptation
or reinvention, assessment must ensure that students develop not just the ability
to produce code but also the critical thinking skills necessary to navigate a world
where GAI is an inevitable part of the software development process. We leave
this aspect as a dilemma for future work.

In this pilot study, our goals are:
⋄ to assess the extent to which students can rely on GAI tools to generate

solutions for programming assignments;
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⋄ to explore the perspectives of educators and students on the implications
and long-term consequences of integrating AI-assisted coding tools in the
learning process.

We hope that these preliminary collected results will help in the near future to
make the next step to investigate the impact of AI-driven code generation on
students’ understanding of fundamental programming concepts and problem-
solving abilities.

1.2 Context

In the Bachelor programme of Technical Computer Science at the University
of Twente, object-oriented programming and software design are taught as an
introductory course in the second quartile of the first study year, in a period of
10 working weeks.

The course consists of a 4 EC part where students learn about software
modelling with UML diagrams about the development process in general, and
an 8 EC part where students learn programming using Java, study basics of
concurrency and race conditions, as well as basic networking with sockets. The
students spend roughly 7 weeks practising to reach these learning goals, and then
do a project in the remaining 3 weeks.

This project involves writing a full server-client application using Java Sockets.
This application allows users to play a simple board game over the network against
other players and against a simple computer player that is also programmed by
the students. Typical board games for this project are perfect information games
played on a rectangular grid, with few rules and simple game-over conditions, such
as Connect-Four, Pentago, Othello and others. Students typically perform this
project in pairs, although typically some students do the project by themselves
when their partner drops out.

2 Related Work

There are many GAI tools provided by different vendors, but we focus specifically
on GitHub Copilot [16] and ChatGPT [7], because they either perform competi-
tively when matched against alternatives, or outperform them significantly. Both
of them are also rather well-known and easy to setup, which in turn leads to
them being well researched [30].

GAI repeats things it learnt from the training data, which also includes
common mistakes [5], security vulnerabilities [36] and copyright violations [10].
This also leads to bias which some researchers see as hallucinations [48], while
others equate hallucination to inventing believable terms [49], which is the
opposite to repeating common mistakes. In classical terms, a GAI tool which
gives an incorrect answer because it has witnessed it often before, can be seen
as generating a false negative, while a GAI tool that produces an incorrect but
seemingly convincing answer because it finds a way to concoct a wrong but
believable chain of arguments leading to it, can be seen as false positive.
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Interestingly, repeating commonly observed patterns does not mean GAI tools
like Copilot will suggest idiomatic code, at least not for JavaScript and Python [38].
Presumably this happens because there is enough non-idiomatic code in existence,
which is known from modernity research, investigating intricate patterns of
coevolution of languages and codebases [1, 13]. Another issue potentially limiting
Copilot’s applicability in practice is its lack of robustness, meaning that a slight
change in its prompt might make it generate a completely different completion
code [30].

Future education is projected to include techniques like intelligence augmen-
tation [40], which will emphasise skills like prompt engineering (not just knowing
the syntax or patterns, but also conceptually “asking the right questions”), and
virtual intelligent tutoring, when an interactive LLM like ChatGPT essentially
replaces traditional teachers’ tasks like providing additional explanations and
formative feedback [40,48].

Many authors point out that (over)reliance on GAI will train learners less
in skills like critical thinking [48, 49]. Some also argue that this skill needs
to be trained additionally next to similar activities like developing emotional
intelligence [18]. On the positive side, it is exactly this lack of overly critical
attitude towards its output that leads to their admitted usefulness in gathering
ideas and issues on any given topic [49]. Unfortunately, specifically in software
engineering overly creative out-of-the box solutions tend to contain more bugs
than solutions following the beaten track.

It is becoming increasingly more common to see more technically literate stu-
dents rely on GAI tools as a “clever” shortcut to completing homework effortlessly,
and less GAI aware teachers condemning these actions and generalising them to
any GAI use. Discussions of using GAI in the classroom commonly gravitate to-
wards the topic of plagiarism [49]. Some authors go as far as firmly and inherently
linking the use of ChatGPT and similar GAI tools to academic dishonesty [39].
However, even if there are some automated detection options available for the by
now hopelessly outdated ChatGPT 3.5, most of them desperately fail to detect
the use GPT 4, let alone o1, o3 or 4.5 [50].

When it comes to institutional policies, the most common one is to “ban it
till we understand it” [27], or, to put it more mildly, to have “a comprehensive
strategy to manage AI-assisted learning and control AI tool usage within edu-
cational institutions” [49]. Most such policies revolve around two principles: (1)
banning GAI by default unless explicitly permitted by a deviant teacher; and
(2) demanding explicit claims of using GAI or even not using it, possibly to
create legal liability. This is very much in line with the early attitude and policies
against using Wikipedia in classroom [19].

Yan et al list “AI-induced performance illusion” among the key challenges for
learners [54]. This is, of course, the cornerstone of the entire issue: GAI tools are
just tools which need to be learnt to be used effectively, and at their current state
their output must be examined with not much less rigour than results of one’s
own manual coding or the code of one’s junior colleague. GAI is good learning
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aid and a decent completion instrument, but it has many downsides as a shortcut
since it tempts users to bypass skill acquisition.

Specifically in the context of project-based learning, there are some recent BSc
and MSc theses that attempted to enhance GAI tools’ functionality of providing
specific feedback to students while avoiding giving them solutions as such, and
at the same time explicitly teaching students how to seek such feedback [25,44].
The consensus at the moment seems to be that it is possible at least to some
extent to restrict and/or customise GAI to provide feedback, and asking for it
is definitely a teachable skill, but it remains to be seen whether such generated
feedback truly contributes positively to the learning experience. In any case,
it seems to decidedly improve peer feedback [43]. We see this line of work as
complementary to ours.

Just like students have an option to use GAI for solving assignments given
to them, teachers can use GAI to assess students’ deliverables automatically. It
is known that when it comes to essays and small study reports, GAI scores are
comparable to those given by human examiners [26,32], as long as complexity
is kept low. For project-based learning, there are some emerging frameworks
being proposed for GAI-driven automated grading [53], but as of now they lack
substantial evidence that would demonstrate the limits of their applicability.
However, from a line of research we pursue in parallel to this work, we know that
not only automated grading is prohibited by many Examination Boards, it is also
highly undesirable when stakeholders are consulted [42]. What stakeholders —
from teachers to students and from e-learning experts to educational management

— want, is automated assistance in their assessment activities, not automated
grading per se. Such assistance, of course, can be, among many other methods,
based on (G)AI.

Lastly, there are some recent examples of project-based courses specifically
designed to integrate GAI models and tools into structured co-creation activi-
ties [28,37,45]. Since courses that do not undergo such redesign, tend to report
that all students use GAI anyway [6], avoiding this issue seems like a losing
battle.

3 Methodology

We have recruited students who passed the first year of the Bachelor programme in
Technical Computer Science, that is, who completed the course in question before,
including the project of implementing a board game. To level the playground
and to make sure nobody of them can reuse their own code, we have asked them
to implement a different board game.

We have divided the students up into four groups of 10 students each:
⋄ Control group, not allowed to use any GAI tools at all
⋄ “Copilot” group, instructed to use Copilot and not allowed to use ChatGPT
⋄ “ChatGPT” group, instructed to use ChatGPT and not allowed to use Copilot
⋄ “Both tools” group, instructed to use both Copilot and ChatGPT
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To divide the students in groups, we first asked the students to self-assess their
programming ability, their skill to use Copilot and their skill to use ChatGPT.
We then placed the students into categories and randomly split the students from
each category into the four groups.

The programming project requested from these students, was slightly more
difficult than the official project of the previous year. They were instructed to
implement the game Hex, which requires reasoning about hexagonal geometry
(rather than playing on a grid of squares), and to implement pathfinding from one
side of the board to the other. These requirements are usually deemed too difficult
for students in the first semester, since on the starting day some students do not
even know the basics of programming, but would be interesting challenges for
students who have already completed their first year. Furthermore, we instructed
students to spend in total exactly 36 hours on the programming project, which is
less than the roughly two weeks in the first semester, even accounting for student
working hours being shorter than those of professionals. If they were finished
earlier, they could spend more time polishing their implementations to improve
their grade. Students from groups with an allowed use of GAI, were instructed
to do so as much as would be reasonable to get a high grade.

During the project, the participants maintained a reflective journal, ideally
requiring about 5–10 minutes per two hours of their programming work. After
completion of the project, they self-assessed their work using the official rubric,
which is the same rubric of the project in the first-semester course. They then
peer reviewed the grading of another project. Finally, the projects were discussed
in focus group meetings.

The reflective journals, comprising 120980 words in total (after removing code
snippets, screenshots and diagrams), were read and manually tagged with the
following tags:

⋄ Judgemental tags:
⋄ joy: any expression of positive emotion, satisfaction with the result, with

GAI interaction, tool behaviour, etc, beyond “works as expected”.
⋄ pain: any expression of negative emotion, frustration, dissatisfaction,

dislike of results or process steps.
⋄ boost: any place in the text where students reported a significant help

or speedup caused by the use of GAI.
⋄ waste: any place where the use of GAI was accompanied by a waste

of time and resources, including dysfunctional code, misleading designs,
bugfixes that did not result in desired effect, etc.

⋄ manual: admitting manual programming (usually after a failed attempt
of GAI use or intentionally replacing it).

⋄ prompt: any place where a prompt was described or quoted, or a moment
when GAI was “asked” or otherwise queried.

⋄ could have: any places where GAI was used but the result was perceived
as something the user could have done themselves, or places where the
user deliberately decided to not use GAI while having that option.

⋄ would have: any places where the user would have wanted to use GAI
but did not because it was not permitted by the rules of their group.
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⋄ ai misuse: any description of situations where GAI was misused and/or
could have been misused.

⋄ Coding activity tags:
⋄ project planning: taking a step back and contemplating next steps in

the implementation.
⋄ refactoring: cleaning up and otherwise improving the design of previously

written or generated code.
⋄ debugging: finding, localising, understanding or removing bugs from

existing code.
⋄ testing: checking existing code for certain properties or scenarios, writing

test cases, executing them, augmenting the test suite, etc.
⋄ reasoning: any activities related to understanding existing code, be it

for the programmer’s sake or for the sake of interpreting GAI’s output or
formulating a prompt.

⋄ documentation: anything describing manipulations with comments,
Javadoc [24], report or logbook.

⋄ Design topic tags:
⋄ class diagram: UML class diagrams, but only if explicitly mentioned

(discussing object-oriented design did not lead to tagging).
⋄ sequence diagram: UML sequence diagrams, but only if explicitly

mentioned (discussing system behaviour did not lead to tagging).
⋄ design pattern: usually MVC or Listener, but with some mentions of

Factory.
⋄ Specific topic tags:

⋄ game rules: anything related to the game as such, most often some
details like the form of the hexagonal board (and determining neighbours
on such a board) or computing the winning condition.

⋄ protocol: anything related to the mandated design of the communication
between the client and the server, the kinds of commands that had to be
supported, their order, etc.

⋄ concurrency: anything related to the distributed nature of the system,
usually about choosing a threadsafe data structure or suffering from
consequences and race conditions when working with a non-threadsafe
one.

⋄ network: sending messages over the network, using sockets, occasionally
figuring out details of client-server collaboration.

⋄ user interaction: visualising the game board and communicating with
the player about their moves.

⋄ error handling: the entire spectrum from catching exceptions to just
dealing with abnormal scenarios.

⋄ JML: Java Modelling Language [8], mastering which was a part of the
learning objectives of the course, and was meant as a way to invite
students to reason about correctness of their code.

⋄ TDD: test-driven development [31], which was encouraged in the original
project (along other techniques like pair programming), and we expected
to find it back in the reports, only to be gravely disappointed. TDD
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was mentioned explicitly three times, and on one additional occasion
a participant reported to write a deliberately failing test case before
implementing the next feature, which is a TDD technique.

The tagging was done following the principles of narrative research [11] and
should be taken at face value. For instance, if a student decided to explain their
debugging process in five sentences, then each of them was tagged with the
debugging tag, even when the issue was not five times larger than another
debugging case. Similarly we dealt with emotion tags: for instance, if GAI
generated dysfunctional code, simply reporting that it did not work would merit
at most a waste tag, but writing down that it “forgot” or “misunderstood” the
question or that it was not helpful, was read as opinions and marked with the
pain tag.

Additionally, the first pair of tags (joy and pain) might seem similar to the
second pair (boost and waste), and while it is true that dealing with dysfunc-
tional code often triggers negative emotions, while getting visible performance
gains usually goes the other way, this tendency was not universal. For example,
the following sentences were tagged as both pain and boost:

⋄ I was not satisfied with this at all but gave at least the idea for the future
code.

⋄ Though it was quite tedious having to copy paste each class, one by one, it
saved me a lot of time.

4 Results

4.1 Quantitative Findings

We originally started with 40 participants. During the study, we lost 3 participants
due to personal GAI-unrelated circumstances: two participants of the control
group did not deliver anything and were excluded from the data, one more
participant from the “both tools” group submitted a minimal journal which we
ended up including in the data just to get a few more taggings (participant 4
on Table 3). Their journal was 393 words long, which is considerably lower than
the average (mean 3184, median 2621), but not dramatically smaller than the
shortest full journal (764 words).

After self-assessment and peer review, we summarise the grades that the
projects would receive according to the rubric in Table 1. Unfortunately the
sizes of the groups are such that results are not statistically significant. Still, we
observe that groups with access to Copilot had better pass-fail outcomes, and that
the group with access to both tools had both higher average and higher median
grades. Due to the sizes of the groups, we cannot truly draw hard conclusions
about the effect on the grades.

Daily/hourly journals which students submitted, provided much more detailed
insights into their way of working and the impact of using GAI, which we will
discuss in the next section. In total, these journals contained 120980 words to
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Average
Group Size Pass:Fail Functionality Quality Report
Control group 8 5:3 6.19 5.93 5.69
“Copilot” group 10 9:1 7.38 6.66 6.46
“ChatGPT” group 10 7:3 6.60 6.29 5.95
“Both tools” group 9 8:1 7.47 6.64 7.08

Table 1. Grades for the projects of each group, and for the Functionality, Software
quality and Report subgrades. Grades are between 1 and 10 (excellent), where 5.5 is
the minimum passing grade.

0,0000 0,0225 0,0450 0,0675 0,0900

1

Control group

Copilot

ChatGPT

Both tools

Fig. 1. Strip plot of taggings per word in journals of different groups

which we added 6053 tags as described above. Each journal received 33–446
taggings (mean 159, median 129), with a density around 5 taggings per hundred
words — see Figure 1 for a strip plot of all values. Table 2 contains a summary
on the number of taggings per tag per group, and Table 3 has the full data set.

4.2 Qualitative Findings

Architectural Design vs Coding Tasks. There seems to be a sweet spot
for the use of GAI in programming a large project, where it could serve as a
powerful assistant rather than a replacement for a critically thinking software
engineer. One of the most common observations was that GAI performs poorly
at high-level design and architecture — students often found that when they
allowed GAI to dictate structure, the results were rigid, inefficient, or simply
misaligned with their intent. As a result, many study participants settled for a
hybrid approach: they took charge of the overall design process themselves but
used GAI for code generation and implementation details, which often led to
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Tag Control Copilot ChatGPT Both
joy 6 73 61 55
pain 67 89 128 123
boost 0 159 128 112
waste 9 122 182 133
manual 16 77 119 93
prompt 2 45 293 219
could have 0 27 24 59
would have 200 51 2 2
ai misuse 6 22 41 28
class diagram 14 19 24 15
sequence diagram 7 7 13 14
design pattern 12 20 16 19
project planning 8 14 22 7
refactoring 19 36 51 48
debugging 90 84 112 110
testing 88 164 255 136
reasoning 31 44 78 64
documentation 86 114 106 90
game rules 25 41 77 57
protocol 29 61 97 49
concurrency 32 77 72 68
network 49 65 37 56
user interaction 23 27 36 41
error handling 13 40 30 31
JML 14 12 65 15
TDD 1 1 1 1

Table 2. Total number of taggings per tag (cf. section 3) per group throughout all
journals. Each of the 38 journals was written by one student participant and contains
notes on the activities they were performing during the project, as well as a critical
reflection on the entire process in the end.

more effective outcomes. This was to be expected for Copilot which is its original
intended use, but was also quite prominent for ChatGPT.

Interestingly, some students deliberately avoided GAI for simple tasks, stating
that it would likely “mess up their code” — a clear case of code alienation, a
phenomenon well known in collaborating human developers: if some developer
have strong feelings of code ownership, excessive updates to that code done
by other developers or by program transformation tools (e.g., in the context
of software migration and renovation), can destroy that ownership feeling. In
this case, GAI-generated content apparently felt foreign or unpredictable to the
developer. This was much more visible in ChatGPT-using participants, perhaps
the very nature of Copilot being integrated into the IDE alleviated some of
the code alienation feeling. Among participants using both tools, some reported
significant success and satisfaction from synergetic use, when the design was
discussed with and/or suggested by ChatGPT, after which the implementation
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Table 3. All tagging statistics of this pilot study.
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was done by Copilot with some minimal interference and/or mediation by the
human.

Another emerging challenge was the gap between having a mental idea about
software design and implementing it — and apparently translating it into code
directly was perceived to be easier than translating it into an effective GAI
prompt. This, however, might be a trainable skill which our students simply were
unprepared for. Ultimately, while GAI accelerates the transition from idea to
code, its effectiveness depends on the user’s ability to define structure, provide
clear guidance, and critically evaluate GAI-generated output. This reinforces the
idea that GAI is most useful when paired with strong foundational knowledge
and intentional design choices.

Supporting quotes:

⋄ This proves that the most effective way to use Chat GPT is to ask him to complete
some missing parts/methods of the already existing code that you have created
yourself.

⋄ I notice that a bulk of my time is being spent on establishing architecture and design
choices instead of actually programming.

⋄ I did not find Chat GPT useful in general project designing, or class writing.
⋄ ChatGPT does well at understanding the logic of the methods.
⋄ Did not use chatGPT this hour because it was a very simple task and chatGPT

may destroy what I have so far.
⋄ I did not have to ask help from AI to write out the code, as I did not have any

written description but had a mental idea of the structure.
⋄ It did however incorrectly implement a try catch statement, in a way that Intellij

wouldn’t see as an error — so some knowledge on exception handling was necessary.
⋄ if I hadnt known the basics of servers, I wouldn’t have been able to get that.
⋄ GPT only gave me a skeleton of a project that was not future proof.

Acceleration vs Correctness. One of the most striking observations was
how GAI transforms the coding workflow: study participants could simply feed
requirements to a GAI tool and instantly receive functional code. In some cases,
the output was immediately usable, while in many others, it provided a good
foundation to refine. A similar way of working involved giving GAI an assessment
rubric to generate work that would score well, which occasionally succeeded but
is ultimately unrealistic for real-world software development, where predefined
grading criteria do not exist, requirements tend to creep and mature solutions to
rot.

The common theme among participants that this has led to, was the lack
of cognitive effort required. Some students found it liberating, even enjoyable,
to not have to think and still produce working code. However, this obviously
comes at a price. While GAI accelerated productivity by enabling developers
to generate more code faster, it also introduced uncertainty about correctness.
In turn, that was leading to a growing awareness that GAI-produced solutions
often require significant debugging and validation, sometimes overshadowing
time won by quickly producing working code. On several occasions participants
reported that after many prompts, the overall code quality declined, technical
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debt accumulated rapidly, and managing GAI-induced complexity became an
issue. Some found themselves completely unable to debug GAI-produced code, as
it was too complex for them to fully grasp. Sometimes GAI’s rapid output ended
up slowing development down — one would generate large portions of code in
minutes, only to spend subsequent hours debugging unexpected issues, in worst
cases ultimately abandoning GAI solutions altogether and solving the problem
from scratch manually. These experiences highlight an ongoing tension: while
GAI reduces the barrier to writing code, it does not guarantee that the resulting
code is maintainable, understandable, or even correct.

Supporting quotes:

⋄ First hour in, and I have just created the entire hex game.
⋄ [ChatGPT] made the abstract class and an easy computer at first and let me decide

how to implement it, copilot then implemented it for me.
⋄ I think ChatGPT accelerates the implementation of basic methods; it is even useful

for creating game logic. Correctness is the main problem.
⋄ The logic from the suggestion was somewhat correct.
⋄ The quality of that I didn’t check.
⋄ Copilot is deceptive, it looks like it is helping, but at some point or when a random

bug starts popping up, you realize that the code was pretty bogus.
⋄ I overspend time on trying to figure out the problem using ChatGPT.
⋄ The tools help, but you have to be really careful in what you accept or don’t accept.
⋄ I did not have to think a second about this problem. ChatGPT solved it for me.
⋄ I would have never created such a function since it is not within my knowledge.
⋄ I feel like I would be spending more time debugging the code from AI than what I’m

now spending on writing it on my own.
⋄ When I said fix that please it gave me some optimizations which broke it completely.
⋄ I have to look into the HexGame class and I do not know the code well since most

of it is pasted from chatgpt.

The Conversational Aspect. Some students claimed that their way of working
would have been the same whether they did or did not have access to GAI. At
least on some occasions we had to agree, up to the point where some reflective
journals looked like URL lists with links to StackOverflow, Baeldung, YouTube
and other sources of information, and the entire workflow was organised around
seeking information or even working pieces of code to use in constructing their
own system. In other cases, participants worked more in the IDE than in the
browser, and only occasionally resorted to searching the web.

Yet this was always combined with anthropomorphising of the GAI: especially
ChatGPT was repeatedly referred to with male pronouns (he/him), and the choice
of verbs — e.g., “he forgot”, “it struggles a lot”, “he knows”, “it decided/refused
to implement” or “he makes no sense” — indicated perception of these prompt
and response exchanges as true conversations. GAI became more than just a tool
and turned into a discussion partner.

This ability to use GAI to not just generate code from natural language
prompts, but also to discuss strong or weak points of envisioned design, allowed
to overcome the challenges we named in the first theme of this section. Having a
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conversation partner with deep knowledge of concrete details of using pretty much
any library and API in existence and being capable to maintain a conversation
about any software design topic from algorithm design to code quality, also led to
contradicting the second theme (acceleration and correction). Some participants
expressed strong beliefs in correctness of GAI-produced code beyond the faith
they had in their own.

One of the three most common regrets found in the would have category
(the other two will be discussed in the next paragraph), is the lack of option
to request an explanation. At least some of the representatives of the control
group as well as the Copilot users followed the same process of “prompt-based
programming” as one would do with GAI, just by using web search, reading posts
on StackOverflow and guides on Baeldung, calling up friends, chatting them on
Discord, etc, and regretted that getting to know some API or a language feature
requires them to watch a long tutorial video instead ChatGPT just spoonfeeding
that information directly.

Supporting quotes:

⋄ Normally I would ask ChatGPT how to generate this, but since I could not, I
resorted to watching a YouTube video.

⋄ No doubt stackoverflow had something similar.
⋄ I’m basically just copy pasting solutions from the internet.
⋄ I am not sure if AI could help me with this, but of course using AI will prevent

bugs from being created in the first place.
⋄ when I ask to compare different ways to implement a functionality, it provides a

pros and cons list on how it would affect the product.
⋄ I deleted my program code and Copilot was able to just fill in the code as it always

wanted to.
⋄ It was not of much help, because I didn’t trust it to give me the correct answer since

its answers seemed vague.
⋄ Right now, I understand the code perfectly.

Where GAI Helps the Most. There are three reasonably well-defined domains
where GAI was perceived as being the most helpful both by participants who did
use it, as well as by those who were not given that option. The first two strongly
correspond to the remaining two categories of popular complaints around the
would have tag: testing and documentation.

The perception of GAI’s usefulness in testing appears to be largely illusory
rather than substantiated by concrete benefits. The ultimate purpose of software
testing is not to simply have a test suite with some high enough coverage of
existing code, but to use it to find bugs or to prevent those bugs from entering
the code in the future. While many participants — both those who used GAI
tools and those who did not — eagerly recognised the potential of GAI-produced
test cases, the data we have seen suggests that this perception is not grounded in
actual problem-solving instances. Nowhere in the reflective journals nor in focus
group discussions did students report a case where a GAI-produced test case
identified or prevented a bug that would not have been caught otherwise. Instead,
the tests produced by GAI tend to appear comprehensive and sophisticated,
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inducing a sense of false security, and often incorporating a variety of edge cases
and structured assertions. However, in practice, these test cases are the antitheses
of TDD: they are green on arrival, since they pass successfully immediately upon
generation, and they stay green throughout their lives, rarely contributing to
meaningful debugging. This suggests that while GAI can generate plausible-
looking tests, it does not inherently improve the iterative debugging process,
and students may overestimate their effectiveness simply because they resemble
well-structured test suites. In scenarios where GAI was used to take one or two
manually written test cases to generalise and produce similar test cases covering
slightly different but related methods, it could be argued that the GAI application
was useful and justified.

Generating documentation, be it in the form of comments in the code, user
manuals or structured documentation formats such as Javadoc or JML, appears
to be a more promising application of GAI. Unlike GAI-produced test cases,
which often serve more as a decorative layer than a functional tool for debugging,
documentation produced by ChatGPT and GitHub Copilot exhibits a greater
potential for practical utility. Participants frequently reported that GAI-assisted
documentation helped them articulate design decisions better than they would
have done themselves, and generate boilerplate descriptions that they could then
refine further (or, in some cases, especially for Copilot, to go the other way and
generate code from an extensive Javadoc).

One possible explanation for this difference lies in the nature of GAI’s training
data. GAI models struggle to generate truly novel test cases because it is a
substantial reasoning challenge to find corner cases that truly need testing.
Yet, they have been trained on large corpora which included lots of well-written
technical documentation, including open-source repositories and software manuals,
conforming to industrial best practices. As a result, ChatGPT in particular
often produces coherent, contextually appropriate explanations, sometimes even
suggesting JML constraints that align with best practices in formal verification.
However, this remains an area that requires further research. Initial impressions
do suggest that GAI-produced documentation is more than just surface-level
filler, but we still need to investigate whether students actually understand and
internalise what is being generated, or if they are merely accepting GAI outputs
at face value. It is a challenge moving forward to establish whether GAI-produced
documentation enhances learning and software quality, or whether it simply
creates a false sense of completeness, much like GAI-produced test suites.

Interestingly, some participants of our study believed that the biggest gains
from GAI they had or could have had, came from implementing the game rules
themselves. The reasons might be at least partly algorithmic, since the game
we have used in this study, used a hexagonal board, and it takes quite some
design and thinking ahead to figure out what it means for places on such a
grid to be adjacent to one another or how to construct a path from one place
to another. The other explanation could be similar to a writer’s block: even
though some implementation parts are relatively easy and straightforward, it
can be considerably easier to start with some basic setup already coded, and fill
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in the blanks incrementally, rather than to start from scratch by creating first
classes one by one. It requires much more data points that we could obtain, to
be conclusive here (and to account for confounding factors like the choice of a
programming language — since it is also possible that starting a new project in a
scripting multiparadigm language like Python would be less of a mental burden).

Supporting quotes:

⋄ Chat GPT is a very useful tool for writing texts, providing information to a concern
in a matter of seconds and debugging code.

⋄ I have no idea how that JML part works and I have no idea what it has written
down in the JavaDoc.

⋄ I do believe that without the AI, the hardest part of the project would have been the
gamelogic.

⋄ On the report side of things, I found GPT to be a lifesaver. I practically made GPT
generate all of my report.

⋄ for the report side of things, it would be like getting homework from your friend.
All you have to do is change it a little bit and the work is completed.

⋄ Copilot does not help me think, it helps get rid of brainless typing.
⋄ This took like 40 minutes to complete 4 diagrams. I am shocked because I remember

this taking me a very long time 2 years ago.
⋄ I solved the problems above myself because I did thought chatgpt would be more time

consuming.

Hallucinations are situations when GAI makes assumptions about the context
which were neither provided directly by the user, nor can be derived from
the prompts provided by the user. Initially observed in the computer vision
domain where they were seen as a positive phenomenon, allowing creative movie-
like zooming of low quality images by guessing and filling in content that was
inherently missing [3], nowadays hallucinations are synonyms for confabulations,
fabrications, delusions and other forms of falsification. We list four important
subcategories here, referring to the work of Maleki et al for a recent literature
review on the matter [29].

Confabulations are GAI’s responses which are plausible but not factually
correct. For code generation, a confabulation would be producing method calls to
methods that do not exist even though it would make sense to have methods with
those names. Fabrications are GAI’s responses where inaccurate information is
added to the context without underlying reasoning and presented as factual. For
code generation, a fabrication could lead to a GAI tool suddenly switching to a
different programming language in the middle of the session simply because the
training data indicates it more probable to have this algorithm implemented in
a language other than what was requested. Delusions are responses which are
blatantly wrong, which happens often in the context of debugging: in order to
advise the user on how to debug a certain problem, the GAI tool needs to come
up with a hypothesis about the possible cause of the observed faulty behaviour,
and since that can be far off (in addition to not being communicated properly),
it is known to send users on a wild goose chase. Finally, there is parroting
which stems from repeating patterns commonly observed in the training data
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— in particular dangerous in the context of programming education due to its
tendency to not only easily solve all introductory programming exercises, but
also to just as easily inject common mistakes into such solutions, combining them
with very believable justifications.

Supporting quotes:

⋄ (C) And then I spotted another assumption that was made by the AI and it was
wrong.

⋄ (F) It seemed like a good solution, but when I asked it to implement it for me, it
was implemented in Python.

⋄ (F) apparently Copilot thought I was making Checkers.
⋄ (C/D) Much other stuff is not exactly right.
⋄ (D) I started to believe that the more questions I ask, the dumber it gets.
⋄ (D) Also, some tests didn’t really test what they were supposed to test.
⋄ (P) I do notice that my code does look very bad now I use chatGPT.

Learning experience By now the paradigm shift in how students approach
programming tasks within a project when using GAI tools, should be obvious.
The key question still remains, and it is not whether students will use these
tools in the future — because they inevitably will — but rather whether they
truly learn anything from them or while using them. Do students gain a deeper
understanding of programming concepts, or does GAI obscure the cognitive
processes necessary for effective learning? Do we, as educators, need to redefine
what we teach, or simply adjust how we teach it?

Traditionally, project-based learning [15] has been rooted in active engagement:
students learn by struggling through problems by themselves, making mistakes,
debugging, iterating on their solutions, and getting timely actionable feedback to
let them to keep going. The introduction of GAI shifts the balance: students are
now less engaged in the doing and more engaged in the guiding of a GAI tool
to do it for them. Such students are focused on the ultimate goal — getting the
project to work, submitting it on time and getting a good grade — even though
for teachers this has never been the real goal, and within the learning-by-doing
paradigm the project deliverable is always secondary to the process of doing it.

We did have participants that reported that they did not feel they missed much
from the learning experience, strongly suggesting that GAI merely accelerated
parts of the project rather than replacing genuine problem-solving. Others,
however, noted that they had a false sense of efficiency, since they assumed AI
would make things easier, only to realise later that they ended up with code they
do not understand and hence have no true control over. The most recurring theme
was one of over-reliance: students who leaned too heavily on GAI tools, often
found themselves unable to reason about their own code whenever problems arose.
Ironically, proceeding that way makes them go the full circle, since spending
too much time on understanding or debugging GAI code the first time, makes
them less eager to rely on it for anything in the next steps in fear that their
productivity will take another hit.

In this sense, GAI introduces a new failure mode in programming education:
instead of struggling with syntax and logic, students struggle with interpreting
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GAI-produced solutions. This is a new kind of problem, one that traditional
programming education does not prepare students for. However, this is far from
a universal experience. Some students did learn from GAI, especially when they
approached it with a genuine desire to understand. Those who treated GAI as a
tutor rather than an oracle — questioning its responses, verifying its correctness,
iterating on its suggestions, persisting in demanding justifications and detailed
adjustments — reported a meaningful learning experience.

Supporting quotes:

⋄ I don’t think I missed too much in terms of the learning experience.
⋄ Very easy to trust ChatGPT too much, which I have done again.
⋄ I realized that working with ChatGPT is actually quite difficult.
⋄ I simply have no idea how to even ask chatGPT for advice, as that would take

explaining my entire codebase.
⋄ I also have no idea how the function works so I will have to check that to fix it.

Maybe I should ask chatGPT again.
⋄ This is probably because I thought it would be quick an easy using AI, without it I

would have first assessed what was actually necessary.
⋄ Maybe I have become over reliant on the tool, because not using it probably made

this go way faster.
⋄ It’s much faster to do this without AI and I get better results.
⋄ I didn’t try asking ChatGPT to do that, as I considered it would have taken me

more time to explain exactly what I wanted, and even then it would have probably
required a lot of changes from my side.

⋄ I would thus think that Copilot did not prevent me from learning about coding it
just took over the easy duties while leaving the more complicated work for me to
figure out.

⋄ I mostly did not have to think at all which did have some drawbacks.
⋄ Coding wise I did not learn much, I do not know a lot about my own project.
⋄ You can learn from chatgpt if you genuinely want to.
⋄ This is definitely not good practice, but let’s hope that this works.

5 Implications

5.1 GAI as a Tutor

One of the most immediate and apparent uses of GAI in education is as an
on-demand tutor, capable of providing explanations, clarifications, technical
details at any time of day. Unlike human instructors, GAI does not have office
hours, does not get tired, impatient, always delivers responses within seconds
or minutes, and never complains. This convenience is undeniably valuable, and
students struggling with a difficult concept or an unfamiliar API can quickly
obtain an explanation without waiting for a scheduled class or response from a
peer. The ability to receive immediate feedback allows for just-in-time learning,
potentially making students more independent and resourceful.

However, students have traditionally relied on teachers and textbooks as
authoritative sources, and they still expect correctness from those they learn from.
GAI models do not always distinguish between correct, misleading, and outright
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false information, and in sections above we provided much evidence of all these
expectations being violated. A student who assumes that GAI-produced responses
are always accurate, may unknowingly build a foundation of misconceptions,
particularly when GAI confidently hallucinates plausible-sounding but incorrect
explanations. If we assume that human tutors know their students and match
their level of understanding as well as increasingly probe them for misconceptions,
then GAI in its current forms fails quite decisively, lacking the ability to take
enough context into account, be it about a particular student’s needs or about
“remembering” previous conversations and consistently building up from those in
an informed and pedagogically sound way.

Beyond accuracy concerns, the ease of access to information may fundamen-
tally alter how students engage with learning. Just as widespread calculator use
has made people less proficient at mental arithmetic, and reliance on digital
devices has diminished handwriting skills, continuous GAI-assisted explanations
could lead to a decline in deep knowledge acquisition. Students may grow accus-
tomed to looking up facts and reasoning rather than internalising them, reducing
their ability to recall and apply concepts without GAI assistance. This could
lead to a generation of programmers who can efficiently retrieve information
but struggle to reason through problems independently. Some claim that this
milestone has already been reached with developers who spend more working
hours on StackOverflow and YouTube than in the actual editor, but extensive
GAI tutoring institutionalises this.

Despite these concerns, GAI as a tutor has clear potential to enhance learning
when used effectively. A student who actively engages with GAI explanations,
cross-references multiple sources, and critically evaluates responses, may actually
develop a stronger conceptual foundation than one relying solely on lectures
and textbooks. The key difference will likely be in how GAI is used rather than
whether it is available, and further research will be needed to determine whether
it ultimately enhances or erodes understanding in the long run.

5.2 GAI as a Tool

In the ethics research community, the discussion whether GAI is “just a tool” or
rather “more than a tool”, is still ongoing [2]. However, if for the purpose of this
section we assume that it is just a powerful tool, and we keep the educational
model which relies on a guidance of a human instructor, then GAI would not
replace the teacher but instead augments the learning process, much like an IDE
that speeds up routine tasks like performing simple refactorings and provides
immediate feedback in contexts like regression testing. This shifts the nature
of programming education: not by making traditional coding obsolete, but by
requiring a new set of complementary skills. Just as using a calculator does not
eliminate the need for mathematical reasoning, leveraging GAI tools does not
mean students can ignore fundamental programming concepts. However, the way
they engage with those concepts, may change significantly.

GAI tools, just like powerful IDEs, are tools not just for making code run,
like compilers are, or tools for keeping track of the code, like version control
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systems. In addition to all that, they are decision-making aids, influencing how
developers (and students as future developers) approach problems, how they
structure their code, and even how they understand the boundaries of what
is possible altogether. Because of this, GAI literacy becomes an essential skill.
Students must learn to critically assess GAI-produced suggestions, recognise
when they are incorrect or inefficient, refine their prompts to get meaningful
results. Prompt engineering as the ability to formulate effective queries that yield
useful GAI responses, is already becoming a crucial skill in the industry, and
education must adapt accordingly. Ignoring this reality would be like insisting
that students write assembly code or use punch cards when the world has long
since moved to high-level languages and colour displays.

Modern software developers do not need to know assembly to be competent
programmers, and many never write raw SQL because ORMs abstract away the
details. If GAI-assisted coding becomes the norm, should we really resist it, or
should we accept that programming is evolving? There is an argument to be made
that, as long as students develop an understanding of problem-solving, software
architecture, and debugging, the method of implementation might be secondary
after all. There is still plenty to teach beyond writing code: understanding what
to build, why certain approaches work, how to make existing systems better, etc.
Even responsible GAI usage needs to be explicitly taught. Without structured
guidance, students will inevitably use GAI anyway, but without learning where
to trust it, how to verify it, and when to rely on their own skills instead. If we
fail to integrate GAI into education, we do not prevent students from using it,
we only ensure that they use it uncontrollably.

5.3 Skills GAI Cannot Replace

If GAI-assisted programming is here to stay, then perhaps education should
specifically focus on what GAI cannot do. While GAI tools can certainly generate
code, explanations, and even documentation, it does not reason in a critical way,
verify correctness, or make decisions based on deeper understanding. If students
are to become effective programmers, they must develop these skills themselves,
not by passively consuming AI outputs, but by actively questioning, refining,
and integrating them into a broader problem-solving process.

One key area where we found this to be evident, is documentation. Many
students in our study postponed writing any kind of documentation (not just the
report, but also code comments and Javadoc specifications) until the very end
of the project, treating it as a separate, optional step to improve their grades,
rather than an integral part of the development process. GAI makes it easy to
generate documentation, but this automation hides its true purpose. Of course,
documenting code is not just about explaining it to others, but mostly about
clarifying ideas for oneself. When developers write documentation alongside their
code, they engage in an essential cognitive process: articulating design choices,
recognising inconsistencies, ensuring that future modifications remain manageable.
If students only document their work at the last minute, whether manually or
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via GAI, they miss the opportunity to use documentation as a real-time thinking
aid rather than a retroactive justification.

The same applies to testing, which very much fell under the same bus. When
done at the end of a project, testing serves only as an a posteriori bug-finding
mechanism, revealing last-minute issues that must be patched before deployment.
However, when testing is integrated throughout development, it becomes a tool
for confidence and flexibility. Writing tests early allows programmers to refactor
their code more freely, knowing that mistakes will be caught before they become
deeply embedded. GAI can certainly generate test cases, but if students do not
internalise why testing matters and at which point in their project is it meaningful,
they risk falling into the same pattern of only testing at the last minute, rather
than using tests as a way to find bugs early and guide development from the
start.

Perhaps the most future proof skill is debugging GAI mistakes. Traditional
debugging involves tracing logical errors, identifying faulty assumptions, and
methodically isolating the source of a problem [55]. GAI-assisted programming
introduces an entirely new category of debugging: correcting errors in GAI code
that looks correct but is subtly wrong. This is an advanced skill, requiring not
just programming knowledge but an understanding of how GAI makes mistakes,
how to recognise hallucinations, and how to verify GAI outputs instead of blindly
trusting them. Without explicit training, students struggle to identify these
issues, much like novice programmers initially struggle with debugging their own
mistakes.

There are enough skills we can cover in programming education, even if all
the ones where GAI has any significant success, are eliminated. Self-explanation,
project and time management, structured thinking, correctness verification,
assumption validation, detecting faulty reasoning, and many others. This could
be seen as an opportunity to redirect our focus to produce relevant experts in
the GAI-driven world.

5.4 GAI and Assessment

The first detected instances of a student producing GAI-generated code, were
instinctively considered academic misconduct: you did not write this code, you
do not deserve the grade, come back and redo, or else. Our study has provided
a lot of evidence in support of that. For instance, we see that GAI tools do
impact the grades in a significant way (with Copilot having the most impact on
getting higher grades for the code, and ChatGPT having the most impact on the
quality of the documentation). As another concrete example, we see that if given
a chance, students generate project documentation, including drawing diagrams,
instead of making it manually, and do that at the last possible moment. This
supports that the assessment methods of the pre-GAI world, where students were
expected to independently produce every line of code, every report, and every
test case, themselves, are based on an obsolete assumption.

Declaring any use of GAI as academic misconduct is not a viable solution.
Students will use GAI regardless of official policies, just as they already use
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StackOverflow, online documentation, automated debugging tools, plugins. Blan-
ket prohibitions are not only unenforceable but also misguided, since GAI is
quickly becoming an integral part of professional software development, and can
be considered an important career skill. Thus, the position of many teachers has
gradually shifted towards a much more timid demand that one must understand
the code they submit, or be able to explain how it works, or any combination of
those.

If our module is called Software Systems, ideally we would like to test whether
students produced a well designed, cleanly coded, functional solution, which they
can also maintain and evolve. We would like to assign higher grades to students
who excel at those criteria, not necessarily differentiating between those that
used more or less tools to arrive at that skillset. This is not a new issue: in group
projects, for example, freeriding [34] has always been a challenge, where weaker
students can benefit from stronger teammates without contributing equally. GAI
extends this problem beyond group work: now, an individual student can appear
more competent than they actually are, simply by prompting GAI to do the hard
work for them.

Some possible alternative assessment methods include:

⋄ Oral exams, where students must defend their code, explaining design choices
and debugging steps.

⋄ Project exams, where students answer questions about their submitted work,
ensuring they understand the details.

⋄ In-class coding tasks, where students work under controlled conditions, demon-
strating their ability to think through problems independently.

⋄ Live demonstrations and walkthroughs, requiring students to articulate their
approach and showcase their decision-making process.

These approaches shift the focus away from final deliverables and toward
process, reasoning and understanding. Rather than assessing whether a project
“just works”, exams and interactive assessments ensure that students have actually
engaged with and learned from the experience. Many institutions are experiment-
ing now with these assessment forms, as well as with a range of university-level
and programme-level policies. At least some of those are simply transparency
requirements, demanding that students disclose when and how they used GAI,
which is a very legalese, shortsighted and bureaucratic way, since it again takes
away the focus from learning how to make a good software system to learning how
to rehearse the steps of using one of the many tools in one’s toolbox. Future proof
rethinking of educational programming projects may focus less on writing raw
code from scratch and more on interpreting, refining, debugging and integrating
GAI-generated solutions. The role of the educator, then, shifts from evaluating
code quality to evaluating how students engage with GAI responsibly, which we
covered in the previous sections.
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6 Conclusion

Our study concerned the impact of GAI tools on programming education, specif-
ically in the context of project-based learning which implies large holistically
assessed take-home assignments. Our general conclusion is that students who
had access to OpenAI ChatGPT and GitHub Copilot, generally produced higher-
quality code and documentation, but their learning experience was noticeably
altered. While some claimed that GAI simply accelerated their work without
diminishing their understanding, others found themselves struggling to engage
meaningfully with the GAI-produced code, raising concerns about their learning
and cognitive development.

One of the most significant takeaways is that GAI use is unavoidable. When
explicitly permitted, students engaged fully and explored various ways to utilise
GAI tools. When not permitted, they regretted the restriction — Copilot users
tended to miss some features only provided by ChatGPT, and control group
missed both; Copilot was never explicitly missed in student journals, but repeat-
edly reported as useful even in the presence of ChatGPT. Participants of the
control group loathed their limitations and resorted to emulating the same expe-
rience with Google Search, StackOveflow and similar pre-GAI-era means. This
suggests that educational institutions must adapt assessment methods, ensuring
that learning is measured through understanding, reasoning, and process, rather
than simply evaluating final project outcomes. Traditional grading models are
increasingly ill-suited for a world where GAI can generate functionally correct
solutions with minimal human intervention.

Instead of resisting GAI, programming education must shift focus toward
teaching what GAI cannot do fully: critical thinking, debugging, testing, struc-
tured problem-solving, software design, reasoning and verification. We hope
that the detailed breakdown of our findings in subsection 4.2 will support our
colleagues and fellow educators in making informed decisions and taking sensible
steps towards future proof education and assessment.

Ultimately, GAI is neither a shortcut nor a replacement for learning. It is a
tool that can either enhance or erode education, depending on how it is integrated.
If used thoughtfully, it has the potential to make students faster, more efficient,
and better-prepared for a career in the software industry. If used recklessly, it risks
producing programmers who can generate code but cannot understand, debug,
or improve it. The future of programming education will depend on how well we
strike this balance, ensuring that GAI serves as an amplifier of human intelligence
rather than a crutch that weakens it. Much larger studies are needed as further
research to refine strategies for GAI integration, assess long-term impacts on
learning outcomes, and ensure that our education continues to produce competent
software engineers.
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